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1.0 INTRODUCTION  

 Interest in systems operating in languages other than English is growing with the rise of 
voice-operated applications and devices. Most speech recognition technologies today are 
developed to take the English language as the main input language [1]. This puts limitations on 
the access of the system to users in multilingual regions like Malaysia. In Malaysia, for example, 
where the majority are not native English speakers, there is an urgent need to have speech 
recognition systems that take instructions in Bahasa Melayu, the national language. This would 
upgrade their usability and accessibility, especially in mundane usages from simple smart home 
controls to assistive devices that are used by the elderly and also persons with disabilities. 

 However, creating a speech recognition system for Bahasa Melayu poses special 
challenges. The Malaysian Malay dialect varies widely, and each of the variations possesses 
distinct phonetic, lexical, and syntactic features [2], [3]. While the standard Malay language, also 
well known as Bahasa Melayu Baku, is the national and formal medium of communication, in 
Peninsular Malaysia alone, many other dialects like Kedah in the North, Kelantan and Terengganu 
of East Coast, and Johorean Malay in the South have equal usage in everyday life. These dialects 
reflect the cultural and geographical diversity within Malaysia and may differ significantly in 
pronunciation, vocabulary, and intonation. Even the same instructions can be uttered in many 
different ways, depending on the regional background of the speaker. For example, the word 
"buka" which means open, if pronounced in the northern dialect is "bʊ kak"; " bʊ koʊ " in Kelantan 
and " bʊ kǝ" for the South. Furthermore, the instruction may even take a different form depending 
on the regional background of the speaker, hence building a uniformly operating speech 
recognition system is a difficult task.  

 Machine learning, such as deep learning has great potential to overcome such complexity 
[4], [5], [6], [7], [8]. While rule-based systems intrinsically depend on predefined linguistic rules, 
machine learning models can be trained on diverse datasets; hence, enabling them to learn the 
pattern and details of languages independently. By generally training machine learning models 
across variations, classifiers can be trained on speech data associated with many different 

ABSTRACT – The increasing demand for voice-controlled systems in Malaysia for assistive technology, 
smart home appliances, and navigation purposes is typically served with an English-only solution. This 
reduces the accessibility of such technologies within a non-native English-speaking community. Given 
Malaysia's rich linguistic diversity, this study focuses on dialect speech recognition, specifically targeting 
various Malay dialects. This research uses the Edge Impulse platform to present a deep learning-based 
methodology for recognising speech in Malay dialects. The presented system collects and pre-processes 
audio data using a smartphone, while the deep learning algorithms perform efficient training and 
classification. Our model showed that robust and dialect-inclusive Malay voice recognition is possible, 
with an accuracy of around 80% for the four classes of instructions tested in four different dialects of 
Kelantan, Terengganu, Kedah and Standard Malay. This study therefore provides more foundation 
towards accessibility and usability of creating more inclusive speech recognition systems which can be 
tuned to regional linguistic variabilities. 
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dialects, recognising the commands with high accuracy regardless of dialect. Due to this 
adaptability, for any Malay dialect spoken by those giving instructions, voice-controlled systems 
will be able to respond dependably, hence increasing accessibility and inclusivity for Malaysian 
users. 

 This study explored the Edge Impulse platform in designing a speech recognition system 
using a machine learning-based approach that would classify utterances from the major dialects 
of Malay. By using deep learning models trained on audio data in various dialectical 
pronunciations, this work looks forward to presenting a system that can handle the linguistic 
diversity of Bahasa Melayu. The results will therefore contribute to the basis on which further 
applications may be founded later, particularly in assistive tools developed to promote independent 
living among elderly and disabled persons who might benefit from voice-controlled technologies 
in their native language. 

 

2.0  DIALECT-INPUT SPEECH RECOGNITION USING MACHINE LEARNING (ML) 

 In recent years, speech recognition technology has started to be part of modern devices 
and systems, enabling speech-driven operation and thereby facilitating human-computer 
interaction. This section gives a simplified review of speech recognition and the application of 
machine learning in handling the challenges caused by non-standard language such as dialect 
input recognition.  

 

2.1   Automatic Speech Recognition (ASR) 

 While it is easy for a human to recognise words and sentences, it's a huge task for a 
computer to understand what the speaker is trying to communicate. This has been a problem for 
a very long time, where over time different solutions have been suggested, but realistic and 
accurate ones have been found only in recent years through ASR [9]. 

 Speech recognition is an interdisciplinary subfield of computer science and computational 
linguistics that designs methodologies and technologies that allow computers to recognise audio-
spoken language into text. It is more commonly known as Automatic Speech Recognition (ASR), 
computer speech recognition, or speech-to-text. It draws upon knowledge and research in 
computer science, linguistics, and computer engineering. Speech recognition is often mistaken for 
voice recognition; however, speech recognition is concerned with converting spoken words into 
text, while voice recognition is focused on identifying an individual user's voice. Early speech 
technology was focused on a minimal vocabulary, yet today it is used in almost any sector that 
involves constant interaction, such as automotive and technology. The applications have grown 
rapidly in recent years due to the development of deep learning and big data [10], [11] 

Generally, today there are two main approaches to ASR: (a) traditional handcrafted 
pipelines, which use separate modules for preprocessing, postprocessing, and speech 
recognition, and (b) end-to-end (E2E) deep learning or neural network-based approaches as 
shown in Figure 1 [12]. The traditional approach divides speech recognition into subproblems, 
each solved by specific algorithms, where improving accuracy and performance requires 
adjusting each component. However, this method is complex and often reaches a local rather 
than global optimum. On the other hand, contemporary methods utilise multi-layered deep neural 
networks that can process inputs and outputs with varying lengths. Even though the E2E methods 
require much larger datasets, these newer models eliminate the need for complex pipelines. 
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Figure 1. Comparison between traditional and E2E speech recognition [12] 

 

2.2  Speech Recognition with Machine Learning (ML) 

  ML is a subset of artificial intelligence where computers learn from example inputs to attain 
a pattern. The ML model will, through various algorithms, learn patterns, predict, and thereby 
improve from experience to effectively mimic certain aspects of human learning. It uses various 
data types and has applications in image processing, natural language processing, health, finance, 
and recommendation systems. The most important recent development within ML is deep learning 
or DL—a subfield of ML inspired by the structure and function of the human brain [13].  Deep 
learning uses Artificial Neural Networks, with deep neural networks running several layers capable 
of modelling complex, abstract patterns in data. Its layers hierarchically process data to turn these 
DL models into learning sophisticated features—from simple edges in images to higher-order 
language structures.  

Speech recognition is one of the fields that benefitted the most from the advancement of 
ML and DL in handling the complexities of human speech [14], [15], [16]. Traditional rule-based 
approaches were relatively limited in adapting to various accents, speech speeds, and 
background noise conditions. However, ML algorithms, especially deep neural networks, that can 
handle large and varied speech datasets, allowing systems to identify spoken language patterns 
with high accuracy despite factors of variation and noise. These have led to the development of 
speech recognition systems that are not only highly accurate but also capable of adapting to 
different languages, dialects, and accents.  

 

2.4   Dialect-Specific Speech Recognition 

  In the domain of linguistic technology, considerable attention is given to developing speech 
recognition systems with dialectical options. This is because dialects allow for phonetic, lexical, 
and even syntactic aspects that differ from standard languages. In regions with many dialects, the 
average speech recognition system using trained language data finds it difficult to interpret data 
from dialects. This barrier has led researchers to design speech recognition models in order to fit 
and conform to dialects thereby increasing accessibility and usability for real-life applications. 

One prominent area of research focuses on Arabic dialects, which differ significantly from 
Modern Standard Arabic and vary widely across regions [5]. Projects such as the MGB Challenge 
in Egypt [17] and the  Multi Arabic Dialect Applications and Resources (MADAR) [18] have 
produced datasets and models specifically tailored to Egyptian, Levantine, Gulf, and North African 
Arabic dialects. Using deep learning techniques, these studies have shown that dialectal data 
enhances recognition accuracy and adaptability, underlining the importance of training models on 
language-specific variations. 
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In China, dialectal variation in Mandarin and Cantonese also poses challenges for speech 
recognition. Studies in [19], [20], [21] and [22] have focused on collecting regional dialect data, 
applying machine learning models to recognise dialect-specific pronunciations, and incorporating 
this into mainstream Mandarin-based systems. These studies highlight that integrating dialectal 
data with standard language models improves user experience and accuracy, especially in large-
scale applications like automated customer service and smart assistants. 

For English, accents and regional dialects, particularly from countries like the UK, Australia, 
and India, have also been the subject of recent research. Techniques such as transfer learning 
have proven effective, enabling speech models to generalise across accent variations by fine-
tuning on smaller dialect-specific datasets. The use of transfer learning and fine-tuning in models 
like Google’s Wav2Vec [23 ] and OpenAI’s Whisper [24] has led to improved recognition of English 
dialects and accents, highlighting the efficacy of machine learning in accommodating linguistic 
diversity. 

3.0 METHODOLOGY  

Edge Impulse is a pioneering platform for developing machine learning models tailored 
for edge devices, which are computing devices capable of processing data locally, such as 
smartphones, microcontrollers, and Internet of Things (IoT) sensors. Designed to facilitate the 
deployment of ML models on low-power, resource-constrained devices, Edge Impulse enables 
developers to create, train, and deploy machine learning models that operate efficiently in real-
time, close to where data is generated. This capability is particularly valuable in applications 
requiring immediate responses, such as real-time monitoring, environmental sensing, and health 
diagnostics [25]. 

 
In this study, Edge Impulse's deep learning capabilities are utilized to develop a speech 

recognition model that accurately interprets instructions across multiple Malay dialects. Audio 
data were collected from smartphone recordings, preprocessed, and used to train a model that 
can generalize across dialectal variations.  By utilizing Edge Impulse, this study demonstrates 
the platform’s potential to enhance accessibility and inclusivity in voice recognition applications. 
 
 
3.1  Data Collection and Preprocessing 
 

The Malay dialect speech commands were collected using the digital microphones of 
smartphones, allowing for a natural and accessible data capture process. The data set includes 
four classes of instructions: “Depan” (Front), “Belakang” (Back), “Berhenti” (Stop), and 
“Unknown”; which serves as a category for non-command sounds or irrelevant speech. The 
speech commands were recorded across four dialects representing dialects that are prominently 
different from each other: Kelantan, Kedah, Terengganu, and Standard Bahasa Melayu, as 
summarised in Table 1. Each dialect provided a different number of recordings, with a total of 
1,533 samples distributed across the four instruction classes. To ensure data quality, the 
recordings were manually cleaned. This involved removing irrelevant sounds, handling 
background noise, and ensuring each recording contained only the intended command. This 
manual cleaning step was crucial for improving the accuracy of the subsequent machine learning 
(ML) model by providing it with a high-quality, well-labelled data set. 
 

Table 1. Speech recording data 
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The example of raw data utilised in this research is shown in Figure 2. This data 
represents the results obtained after recording participants' speech. Each recording session lasts 
for 10 seconds, during which participants are allowed to repeat the target word as many times as 
possible within the given time. As shown in Figure 3, one participant repeated the target word 
eight times within the 10-second recording period. After collecting the raw data, it undergoes a 
splitting process to extract the specific segments required for analysis. From the segmented data, 
Edge Impulse selects the instances of the target word that match the assigned label. This 
segmentation facilitates easier access to individual data points, enabling the extraction of speech 
samples on a per-second basis if needed. Additionally, this preparation process simplifies the 
training and testing phases for machine learning models, enhancing their efficiency and 
performance. 
 

 
 

Figure 2. Raw data recording participant saying “belakang” as many times as possible with normal 
speaking speed within 10 seconds 

 

 
 

Figure 3. Raw data were split  into individual samples of the word 
 
 
 

3.3    Data Processing and Model Development 
 

The cleaned data set underwent standard machine learning preprocessing and 
classification steps on the Edge Impulse platform.  
 
Building the Dataset 
 
The dataset was balanced to ensure even representation across the command classes and 
dialects. This was followed by an 80-20 split, where 80% of the data was used for training and 
20% for testing. The total duration of the entire data collection process can be calculated after 
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organizing the data by labels. Figure 4 illustrates the total duration of data collected and labelled 
for the word "depan"    
 

 
 

Figure 4. Total data collected for the word "depan”.  

 
Impulse Design 
  
The design of the ML model, termed "Impulse" on the Edge Impulse platform, was configured to 
process time-series audio data. The impulse design involved adding an Audio MFCC (Mel 
Frequency Cepstral Coefficients) block to extract relevant features from the recordings, followed 
by a Classification ANN (Artificial Neural Network) for command classification. Neural networks 
are algorithms that are loosely based on the human brain and can recognize patterns in training 
data. The features extracted by using MFCC were used as input for the network training. Figure 
5 shows the MFCC block and ANN block as illustrated in Edge Impulse. 
 

 
 

Figure 5. The setting of MFCC and Neural Network blocks in Edge Impulse 
 
 
Data Training and Testing 
 
The training process used the collected dataset to train the ANN model. This phase helped 
assess the model's performance on the provided data and ensured that it learned the correct 
patterns associated with each command and dialect. The internal states of the neurons are 
progressively adjusted and refined during training, enabling the network to transform its inputs in 
the exact manner required to produce the desired output. This process involves feeding a sample 
of training data into the network, evaluating its output for accuracy, and modifying the neurons' 
internal states to enhance the probability of delivering the correct output in subsequent attempts.  
The trained model was then tested on the 20% of data that was withheld from training. Testing 
on unseen data ensures that the model performs robustly across new inputs. 
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4.0 RESULTS AND DISCUSSION 

There are several popular ways to evaluate the performance of the ability to map the input 
to the right class such as Accuracy, Precision, Recall, F1 score, Area under Curve, Confusion 
Matrix, and Mean Square Error.  
 

A confusion matrix is a performance evaluation tool used to assess the accuracy of a 
classification model by comparing predicted results to actual outcomes. It is a table that 
summarizes the model’s predictions into four categories: True Positives (TP), where the model 
correctly predicts the positive class; True Negatives (TN), where it correctly predicts the negative 
class; False Positives (FP), where it incorrectly predicts a positive result for a negative case (Type 
I error); and False Negatives (FN), where it fails to predict a positive result for a true positive case 
(Type II error).  

 
Figure 6. The basic structure of a Confusion Matrix 

 
In this study, accuracy is used to measure the percentage of audio windows that were correctly 
classified. It is given as 
 

 
 
For example, if the model makes 100 predictions and gets 90 correct, the accuracy is 90%. 
Accuracy is straightforward but may not be reliable if the data is imbalanced 
 

In the training phase, the model achieved an accuracy of 81.2% with a loss of 0.63. The 
class-wise performance, as seen in the confusion matrix, reveals insights into the model’s ability 
to distinguish between different commands across dialects (Figure 7)  
 

 
 

Figure 7. Accuracy of the training data 
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In the testing phase, the model achieved an accuracy of 79.9%, slightly lower than the 
training accuracy, which is common and indicates that the model generalizes well but encounters 
new challenges with unseen data (Figure 8). For class-specific performance, the model classified 
80.4% of "Belakang" commands correctly, which is consistent with the training performance. A 
minor proportion was misclassified as "Unknown" (3.7%) and "Uncertain" (17%). For the 
"Berhenti" command, the model achieved 78.3% accuracy, with slight misclassifications into 
"Unknown" (2.9%) and "Uncertain" (18.8%). The accuracy for "Depan" decreased slightly to 
68.2% on the test set. This class saw more confusion with "Uncertain" (23.5%) and "Unknown" 
(2.4%), suggesting that the model may have difficulties distinguishing "Depan" from other 
commands under certain dialectal variations or acoustic conditions. The model showed strong 
performance in the "Unknown" category, with an accuracy of 88.9%.  

 

 
 

Figure 8.  Accuracy of testing 20% remaining unseen data on the trained model 

 
The model's performance, with approximately 80% accuracy in both training and testing 

phases, demonstrates its ability to effectively recognize Malay dialect commands across different 
classes. The slight decrease in testing accuracy is within acceptable limits and indicates a 
reasonable generalization capacity. However, there are a few notable limitations and areas for 
improvement.  The higher rates of misclassification for "Depan" and "Berhenti" suggest that these 
commands may have similar acoustic features or may be more susceptible to dialectal variations 
that confuse the model. Addressing this may require augmenting the data for these commands 
or incorporating additional preprocessing techniques to highlight distinguishing features. In the 
test set, a considerable percentage of "Depan" and "Belakang" commands were marked as 
"Uncertain." This could indicate that the model faces difficulties when new data exhibits variations 
in pronunciation or background noise does not present in the training set. Further training with 
more diverse data could help reduce this issue. The model's high accuracy for the "Unknown" 
class across both training and testing sets demonstrates its strength in filtering out irrelevant 
sounds, an essential aspect for practical voice command applications. This suggests that the 
model can perform effectively in real-world scenarios where non-command sounds are prevalent. 

 
Overall, these results indicate a promising foundation for a dialect-specific Malay speech 

recognition system. The model’s high performance in detecting command classes and filtering 
non-commands provides a solid base, though refinements could further improve recognition 
accuracy, particularly in more challenging dialectal variations. 

 

5.0 CONCLUSION AND FUTURE WORKS 

This exploratory study aimed to address the need for a speech recognition system 
capable of understanding Malay dialect instructions, specifically as a step toward developing 
assistive devices for disabled and elderly individuals living alone. Using the collected data, which 
included four classes of instructions from various Malay dialects, we developed a deep learning 
model on the Edge Impulse platform. The methodology involved data collection via smartphone 
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recordings, manual data cleaning, and classification using an artificial neural network with MFCC 
feature extraction. The model achieved a training accuracy of 81.2% and a testing accuracy of 
79.9 %, demonstrating promising performance in recognizing commands across different Malay 
dialects. The system showed particular strength in identifying the "Unknown" class, which is 
essential for filtering out irrelevant audio in real-world applications. However, some challenges 
were observed with specific commands like "Depan" and "Berhenti," which had higher 
misclassification rates, highlighting the need for a more diverse data set to improve the model’s 
robustness and generalization. 

 
As an exploratory study, this research has provided valuable insights into the tools and 

methods needed to build effective speech recognition systems for assistive devices that cater to 
the Malay-speaking population, including those who use regional dialects. The results indicate 
that the Edge Impulse platform, combined with deep learning models, is a viable approach for 
developing voice-controlled systems that can enhance accessibility for disabled and elderly 
individuals. 
 

Future work could involve expanding the dataset to include additional dialectal variations 
and speaker profiles, further enhancing the model's accuracy and robustness. Additionally, 
collecting data in more natural environments could improve the model’s performance under real-
world conditions, preparing it for deployment in assistive devices that aid disabled and elderly 
individuals. Exploring additional tools and architectures to handle complex variations in dialect 
and pronunciation will also be crucial in building reliable and inclusive voice-controlled assistive 
systems for this demographic. Ultimately, this study lays the groundwork for creating accessible 
and adaptive technologies that respond accurately to Malay dialect instructions, supporting 
independent living for those who may benefit most from assistive technology. 
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